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What about the inference?

The state of the art:

-We are studying the linear relationship between unit-price (x) and number of 
total cakes sold per week (y). 
-The goodness of fit (R²) is 0.4588: thus the 45.88% of total variance in y is 
explained by our model (on the other side, the 54.12% of that variance is still 
unexplained!)
- We graphically tested the 4 main linear regression conditions (plot: error terms 
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- We graphically tested the 4 main linear regression conditions (plot: error terms 
and its relationship with the explanatory variable)

Now, our final aim is to understand whether this relationship 
between x and y does exist within the population as a whole



What about the inference?

We start from sample and we’re trying to estimate true population parameters

Because we analyze a sample (and not the entire population) 
we need to make inference based on our sample. 

We know that b2 is unlikely to be exactly equals ß2, 

But, HOW CONFIDENT CAN WE BE THAT THERE IS AT LEAST A POSITIVE LINEAR 
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But, HOW CONFIDENT CAN WE BE THAT THERE IS AT LEAST A POSITIVE LINEAR 
RELATIONSHIP within the population BETWEEN UNIT-PRICE (x) AND TOTAL SOLD-

CAKES (y)?

HOW CONFIDENT CAN WE BE THAT THERE IS AT LEAST 
A NONZERO LINEAR RELATIONSHIP WITHIN THE POPULATION?



What about the inference?

We may proceed in two different ways: 

1) Testing the null/alternative hypothesis using t-statistic 
and T-student
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and T-student

2) Comparing the significance level (α ) and the p-value of 
the coefficient



What about the inference?

a) Testing the null/alternative hypothesis : 
the t-test for a population slope 

Central question: 
Is there a linear relationship between unit_price (X) and the 
number of cakes sold in a week (Y) in the general 
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number of cakes sold in a week (Y) in the general 
population?

Null and alternative hypotheses: 

H0:  β1 = 0(no linear relationship)

H1:  β1 ≠ 0(linear relationship does exist)



What about the inference?

a) Testing the null/alternative hypothesis : 
the t-test for a population slope 

Decision rule: 
We should compare t-stat with a critical value (ta/2)
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where:

b1 = regression slope coefficient

β1 = hypothesized slope

Sb1 = standard error of the slope

We need to know: 

-The significance level (α)

- The degree of freedom

If T-stat > tα/2  we reject H0



What about the inference?

a) Testing the null/alternative hypothesis : the t-test for a population slope 

1b
Sb1

T-stat = 47.577  / 9.134 = 5.2088



What about the inference?

a) Testing the null/alternative hypothesis : the t-test for a population slope 

NOW WE NEED TO COMPUTE THE tα/2 value: 

i) The significance level (α) is defined a priori (considering the value of 
our research) : let’s imagine we want a confidence level of 95%, so 
our significance level is (1-95 = 0.05)  α = 0.05 
α /2 = 0.05 /2 = 0.025
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ii) The degree of freedom (d.f.) for linear regression is n-2: thus in our 
case d.f. = 34-2 =32

iii) Using those information, let’s check on a T-student table to discover 

the t a/2 value: 2.037



What about the inference?

a) Testing the null/alternative hypothesis : the t-test for a population slope 
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We reject the null hypothesis 

What about the inference?

a) Testing the null/alternative hypothesis : the t-test for a population slope 

Last step: the comparison of computed values

T-stat = 5.2088
tα/2 = 2.037

T-stat > tα/2   the statistic falls within the rejection area!

We reject the null hypothesis 
(H0) , thus: 

there is sufficient evidence 
that (at a 95% of confidence 
level) within the population 

the unit-price affects the 
number of cakes sold in a 

week

Reject H0Reject H0

a/2=.025

-tα/2
Do not reject H0

0

tα/2

a/2=.025

-2.037 2.037 5.2088
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What about the inference?

We may proceed in two different ways: 

1) Testing the null/alternative hypothesis
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2) Comparing the significance level (α ) and the p-value of 
the coefficient



What about the inference?

2)Comparing the significance level (α ) and the p-value of the coefficient

Central question: 
Is there a linear relationship between unit_price (X) and the 
number of cakes sold in a week (Y) in the general 
population?
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Compare: 
-The level of significance (α)
-The p(value) of the slope coefficient

Decision rule: 
If the p-value < α we reject H0



What about the inference?

2)Comparing the significance level (α ) and the p-value of the coefficient

let’s imagine we want a confidence level of 95%,  so our level of significance is (1-95 = 
0.05) α = 0.05 

The p-value associated to the b1 coefficient = 0

The p-value is P(t = 5.208 )  = 0~

~

We compare the p-value to our level of 
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We compare the p-value to our level of 
significance: 
0.05 (α ) > 0 (p-value) 

there is sufficient 
evidence that (at a 95% 

of confidence level) 
within the population 

the unit-price affects the 
number of cakes sold in 

a week


